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® Maybe youodve
ChatGPT?
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Mark Cuban says the potential impact
of Al tools like ChatGPT is ‘beyond
anything I've ever seen in tech’
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® How does it work”

AI\/Iachine learning gives us a universal
function approximator, trained with
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® Self-supervised learning

AGetting labelled data is a major bottleneck:
0 Requires humans to create labels
0 Slow, expensive and error-prone at scale

AI\/Iask or hide part of unlabeled data.
Function learns how to predict the missing
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“® Converting text to numbers
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https:/heptune.dblog/representatiodearningwith-autoencoder



® Predicting the next word

ALanguage models are functions trained to

take a phrase as input and predict the next
word as the output.

To be, or not -> to

be, or not to -> be

Or not to be -> that

Not to be, that -> Is

To be, that Is -> the

Be, that Is the -> question



® Large Language Models

ALarge Indeed! GPT-3 has
0 175,000,000,000 parameters in 96 layers
0 499,000,000,000 words in training corpus
0 GPT-4 data secret, but estimated 10x that size
0 Prompt size 2048 for GPT3, 32,768 for GPT4
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0 Not so good in areas where training was
sparse.

0 Recapitulates biases in the data



&® Other generative Al

AChatGPT Is an LLM with guardrails.

OOutput 1 s filtered for
0 Reinforcement learning with human feedback

Almage & video generators (like Dall-E)

0 Two steps:

A\/Iap from text to images, trained on images with
captions

Amage refinement based on self-supervised images
with missing pieces or added noise.



&® Why does it work?

ATraining on huge text collections
effectively encodes a lot of human
knowledge
o0 Far more than any human can read
0 Effective memorization, some generalization
0 Perceived fluency from matching distributions

0 Producing highly probable responses that
ARaverageo many simil ar

ALarge input can give a lot of direction
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@ How to create better prompts

ALong prompts are good (not like search!)
ABe clear and specific.
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Why are average
faces attractive?

Psychonomic Bulletin
& Review, 11, 482-
487 (2004)

Averages are beautiful
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Figure 1. An example of the stimuli. 0% denotes the veridical image; +25% denotes 25% cari-
cature away from the average; —25% and —50% denote 25% and 50% morph toward the average
(anticaricature).




caryn.ai AThis Is Caryn Marjorie,

an Influencer with 2m

First monetization

mostly male followers.
AFirst for-pay beta test

The First ($1/minute) generated
Influencer $71,610 in a week.
Transformed AEpidemic of loneliness;
Into Al 50% socially
Discover Caryn Al — Your disconnected
Virtual Girlfriend AD ennett 6 S W 3
Get early access Ncounterfeilt




® Biomedical benefits

AReduce documentation
burden (e.qg., first draft
of note or
authorization)

ATutor / studying partner
for medical students

AConsuItation for
physicians

APatient education /
guestion answering



